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Abstract
This paper presents a  new account of pragmatic understanding based on the idea 
that such understanding requires skills rather than abilities. Specifically, one has 
pragmatic understanding of an affordance space when one has, and is responsible 
for having, skills that facilitate the achievement of some aims using that affordance 
space. In science, having skills counts as having pragmatic understanding when the 
development of those skills is praiseworthy. Skills are different from abilities at least 
in the sense that they are task-specific, can be learned, and we have some cognitive 
control over their deployment. This paper considers how the use of AI in science 
facilitates or frustrates the achievement of this kind of understanding. I argue that 
we cannot properly ascribe this kind of understanding to any current or near-future 
algorithm itself. But there are ways that we can use AI algorithms to increase prag-
matic understanding, namely, when we take advantage of their abilities to increase 
our own skills (as individuals or communities). This can happen when AI features in 
human-performed science as either a tool or a collaborator.

Keywords Scientific understanding · Pragmatic understanding · Understanding · 
Artificial intelligence · Artifactualism · Skills

1 Introduction

Artificial intelligence algorithms are now a permanent part of scientific practice. If 
philosophers are correct that one main aim of science (if not the main aim) is under-
standing the world, then we need to ask how the use of those algorithms affects 
the pursuit of understanding. One worry is that the use of AI hinders our pursuit of 
understanding because AI algorithms are opaque, that is, their inner workings are 
too complex for humans to grasp and therefore we cannot be sure their outputs are 
justified (see, e.g., Boge, 2022).
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This paper has three primary goals. The first is to present a more complete pic-
ture of the options for discussing AI and scientific understanding. The second is to 
put forward an account of one under-theorized kind of understanding, namely, prag-
matic understanding. The final goal is to argue that AI can promote that kind of 
understanding as a tool or collaborator, but it cannot have such understanding itself.

2  Artificial intelligence and understanding: sketching a more 
complete picture of the landscape

Accounts of scientific understanding should specify what kind of understanding is 
at issue, what sorts of objects understanding is of, what kinds of agents understand, 
and how that understanding comes about.

Focusing first on the possible kinds of understanding, we can follow Hannon 
(2021) in distinguishing at least between explanatory understanding (something 
like grasping a correct explanation), objectual understanding (something like grasp-
ing a sufficient number of unificatory relations between elements of a domain), and 
pragmatic understanding (something like being able to do something). In terms 
of objects of understanding, we can follow Shech (2022) in distinguishing at least 
between understanding a phenomenon, understanding a theory, and understanding 
why a phenomenon occurs. In terms of the agent who understands, we should at 
least distinguish between individual humans (who might use AI as a tool, see, e.g., 
Stuart, 2022), collaborative teams (possibly including AI algorithms as collabora-
tors, see, e.g., Khosrowi et al., 2023), and AI algorithms as agents with their own 
epistemic goals that they pursue to some extent independently (Barman et al., 2024). 
Finally, we can also distinguish between the ways that AI might increase under-
standing, for example, by providing explanations, by representing the target accu-
rately, by simplifying, by producing new data, and by identifying new concepts or 
conceptual connections.

Combining these variables presents us with many different kinds of question. 
How might a human-AI collaboration gain objectual understanding of a scientific 
theory by means of exploring possibilities? How might an AI algorithm generate 
explanatory understanding of a phenomenon by means of pattern-recognition? We 
can also put these questions into particular scientific contexts to produce more spe-
cific questions. For example, a medical doctor might use AI as a tool for increas-
ing explanatory understanding of a particular patient’s symptoms by predicting a 
condition based on health indicators (e.g., heartrate, blood pressure, and body tem-
perature), and a climate scientist might use AI as a tool for increasing explanatory 
understanding of the change in frequency of typhoons based on local sea level and 
windspeed measurements, and these two uses might require different philosophi-
cal accounts, despite the fact that both of them feature an individual gaining explan-
atory understanding of a phenomenon via data-driven prediction.

None of the above question-types, in their general or applied forms, are intrinsi-
cally of less philosophical value than the others. This is true despite the fact that 
most philosophical discussion has concerned the use of AI as a tool used by indi-
viduals to generate explanatory understanding of why a phenomenon occurs by 
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means of producing an explanation (Boge, 2022; Meskhidze, 2023; Räz & Beisbart, 
2024; Sullivan, 2022b, 2022c; Tamir & Shech, 2022, 2023). Interestingly, much of 
the work outside philosophy is concerned with how much understanding (of various 
types, of various objects) can be instantiated or produced within an AI algorithm 
itself (Barman et  al., 2024; Krenn et  al., 2020, 2022). These two issues represent 
only a relatively small fraction of the above-described problem-space that could be 
explored.

Perhaps the reason philosophers have mostly limited themselves to discussing 
explanatory understanding is because, historically, understanding has been charac-
terized as a side-effect of possessing a good explanation (and as a result, explana-
tion has been the key concept instead of understanding), and because Humphreys’ 
work on opacity and computer simulations (e.g., 2009) provides a nice entry point 
for discussing how the nature of AI might present a problem for obtaining new, good 
explanations. It is true that the structure and content of AI algorithms are opaque to 
the human mind, and yet it seems that they can be used to produce new understand-
ing, and this presents a puzzle which is worth addressing, and can potentially be 
addressed using existing philosophical frameworks (Stuart & Nersessian, 2019; Sul-
livan, 2022a, 2022c). For example, Sullivan (2023) uses the epistemology of scien-
tific toy models to explain how AI models (which are highly idealized, just like toy 
models) can contribute to explanatory understanding.

Explanatory understanding is a fine place to start. But there is room to be 
more specific about explanatory understanding (explanatory understanding of what, 
by whom, and how produced?), as well as for considering other kinds of understand-
ing. A restricted focus on explanatory understanding could be justified by appeal 
to ethical or pragmatic reasons. For example, if curing cancer mainly required 
new explanatory understanding, then it would make sense to focus on how AI can 
increase explanatory understanding of how cancer develops in the body. However, it 
is still unclear how the different kinds of understanding relate to one another. Thus, 
if explanatory understanding  really is the main goal of some scientific field, but 
increased objectual understanding is required in order to increase explanatory under-
standing, then the focus could (and perhaps should) shift to objectual understanding. 
Since we are still at an early stage in the discussion about relations between kinds 
of scientific understanding, it makes sense to keep an open mind.

This paper will consider the corner of the problem-space that involves pragmatic 
understanding. This is worth doing because (a) much of the way that scientists talk 
about AI is as a tool that increases their abilities, or what they are able to do, (b) 
pragmatic understanding is relatively under-theorized, and (c) the results of the dis-
cussion will be relevant to whether and how AI algorithms can increase objectual 
and explanatory understanding.

3  Pragmatic understanding

Pragmatic understanding, also sometimes called practical understanding, seems like 
a new idea in the context of recent epistemological work on understanding. After 
all, it was named only recently by Bengson (2017), who claimed that it “is not only 



 M. T. Stuart 

absent from most discussions of the nature of understanding; it is also implicitly 
sidelined or explicitly dismissed” (Bengson, 2020). Bengson is right that previous 
mentions have mostly been dismissive. Here are two examples Bengson doesn’t 
give. Lipton mentions “procedural understanding” as the sui generis form of under-
standing provided by abilities, though he explicitly refuses to discuss the sort of 
understanding involved in such cases (Lipton, 2009; Khalifa, 2013a, 2013b, p. 163). 
Khalifa likewise admits the existence of such a kind of understanding, only to dis-
miss it in a footnote: “Note that there is another kind of understanding-how that is 
of a practical variety, e.g. Jimi understands how to play guitar. This is clearly not 
explanatory,” and therefore not to be discussed (Khalifa, 2013b, p. 1164).

Still, of the three kinds of understanding mentioned above, pragmatic understand-
ing might be among the oldest. Zagzebski calls it “understanding-how” and points 
out that for Plato, “understanding is connected with learning an art or skill, a technê. 
One gains understanding by knowing how to do something well, and this makes one 
a reliable person to consult in matters pertaining to the skill in question” (Zagzeb-
ski, 2008, p. 144). It might also be seen in Aristotle’s notion of technê, examples 
of which include skill in shipbuilding, knitting, medicine, gymnastics and rhetoric 
(Pavese, 2024). It also echoes ideas in Confucian epistemology, such as “knowing to 
act in the moment” (Hetherington & Lai, 2012; Lai, 2012). But what is it? Hannon’s 
summary is a good place to start:

Practical understanding…is centrally concerned with skillful action and practi-
cal activity. As such, this type of understanding is more closely tied to abili-
ties (i.e., physical dispositions, habits, or bodily activities) than explanations. 
(Hannon, 2021)

So pragmatic understanding is connected to skill and ability, but what is the nature 
of that connection? Bengson writes that the paradigmatic manifestation of prag-
matic understanding is skillful activity, as opposed to “reflexive or instinctive behav-
iors, mechanical mimicries, and spurts of raw talent or mere knack” (2020). So per-
haps skillful action is evidence of pragmatic understanding (see also Faye, 2014, p. 
34; Stuart, 2016). But evidence is an epistemic notion, not an ontological one. For 
Bengson, pragmatic understanding is “the systematic, general, practical grasp of the 
skilled agent” (2020). This grasp is a praiseworthy psychological state of the agent. 
For Bengson, pragmatic understanding is not possessing an ability or skill, but intel-
lectually grasping a method, e.g., appreciating how each step of a method leads to 
the next, appreciating the nuances and leeway in each step of the method, and so 
on (for development, see Westerblad 2023; Westerblad ms, Kieval and Westerblad 
ms.). Others postulate  a closer connection between pragmatic understanding and 
ability. Thus, Delarivière and Van Kerkhove (2021) deny that pragmatic understand-
ing should be wholly understood in terms of grasp, and instead identify pragmatic 
understanding with the possession of sufficient abilities that are contextually appro-
priate. Currie  (2020) and Lenhard (2006, 2009, 2019) likewise identify pragmatic 
understanding with abilities, e.g., abilities to predict and control. Leonelli character-
izes pragmatic understanding as  a “cognitive achievement realizable by scientists 
through their ability to coordinate theoretical and embodied knowledge that apply to 
a specific phenomenon” (2009).
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So, does pragmatic understanding merely result in certain abilities  (Bengson), 
or is pragmatic understanding instead  just the  having  of certain abilities  (Currie, 
Delarivière and Van Kerkhove, Lenhard), or is having abilities a necessary but insuf-
ficient condition for having pragmatic understanding (Leonelli)? Against Bengson, 
while there is currently no consensus on the nature of  grasp, according to at least 
one recent account, it is just another kind of ability (Strevens, 2024), so his account 
might reduce to an ability-based account in the end. Second, while people who have 
pragmatic understanding do often grasp a method in an intellectual way, this seems 
to be something that comes later in the process. For example, drawing on data from 
a four-year qualitative study of ecologists, Poliseli shows that epistemic abilities 
and skills that (at least partially) constitute scientific understanding are often devel-
oped before the corresponding methods have been made explicit (2020). Indeed, we 
should expect this to be the case in general, as new methods must be discovered and 
mastered experimentally before their various steps can be represented and grasped. 
It seems wrong to exclude such mastery from counting as understanding due to the 
lack of intellectual grasp of the underlying method. The reason why Bengson claims 
that pragmatic understanding is to be identified with grasp of a method is because 
he wants pragmatic understanding to be a distinctively intellectual and epistemic 
achievement, as opposed to something like physical ability, which is not necessar-
ily either. However, pragmatic understanding as ability can be intellectual and epis-
temic, e.g., when the abilities in question are deployed for epistemic ends, or when 
the abilities are characteristically of an epistemic type (e.g., inferential abilities).

On the other hand, I want to agree with Bengson that pragmatic understanding 
shouldn’t merely be identified with the possession of (sets of) abilities either. This is 
because of the nature of ability. Some philosophers define ability in terms of what 
would happen in certain contexts (Ginet, 1980). Thus, a concert pianist would play 
a particular piece of music if they were at a piano and they tried to play it, and this 
is just what it means to say that they have the ability to play that piece. Others pre-
fer to say that a pianist is “disposed” to play a piece if they tried, and perhaps also 
that they would have this disposition in the majority of close possible worlds. This 
ensures that it isn’t a fluke that they have this disposition (Fara, 2008; Smith, 2003; 
Vihvelin, 2013). Still others define ability in terms of an agent doing some particu-
lar thing in at least one possible world (Brown, 1988). This makes it “possible” (in 
the technical sense taken from modal logic) for that agent to do that thing, which 
might be what we mean when we say that they are “able” to do it. Another account 
explains abilities in terms of “powers” or “potentialities,” which are themselves 
explained in terms of dispositions (Vetter, 2015; for more recent work on ability and 
the epistemology of ability, see Vetter and Schoonen, forthcoming).

I follow Bengson in thinking that abilities should not be coextensive with prag-
matic understanding because understanding (of any kind) should be seen as a praise-
worthy achievement. Doing something in a possible world, or having a disposition to 
do something in this world, are not necessarily achievements. For example, being 
able to see what’s in front of you is an ability, but it shouldn’t amount to understand-
ing at least because it is not a praiseworthy achievement. Naturally sighted people 
don’t consciously do anything to build that ability. It is also too general: after all, 
what do people with 20/20 vision understand that people with 20/30 vision don’t? 
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They have more visible details available to them, but having more details available 
isn’t the same thing as having more understanding, just as standing in an archive 
isn’t the same as understanding history.

Still, something about the understanding-as-ability view is on the right track. 
Consider “expert vision,” for example, the ability to see cancer tumours in x-rays, 
identify forgeries in paintings, or analyze handwriting to determine whether differ-
ent texts were written by the same person. This is closer to what we’re looking for, 
because it can be learned, it is to some extent under conscious control, and it counts 
as a praiseworthy cognitive achievement (Stokes, 2021). People who have developed 
some expertise in seeing certain things understand those things, to some extent, and 
this is true even if they do not grasp the nuances of a particular method for doing 
what they do.

For reasons like these, Pavese distinguishes between abilities and skills (2024). 
Skills are a special subset of abilities, namely, they are those abilities that can be 
learned and mastered, which are characteristically manifested in intentional actions 
(over which skilled agents can exhibit some cognitive control). These properties of 
skills help to clarify the difference between what I do when looking at an x-ray and 
what the expert does. I somewhat passively take in information without really doing 
much of anything, while the expert scans, classifies, and judges, which are purpose-
driven mental actions that are to some extent under the expert’s control. The expert 
learned how to do this, and they could teach me to do it. But I can only master that 
skill through intentional practice.1

According to Pavese, skills are different from virtues because choosing not 
to exercise a skill is not a deficiency in that skill (my sister-in-law is still an able 
chef even if she always orders-in), whereas  choosing not to exercise a virtue would 
be a deficiency in that virtue (if a charitable person always decides not to help oth-
ers, are they really charitable?). Skills are different from habits and instincts insofar 
as we cannot control the latter  intentionally. Skills also differ from know-how, at 
least in the sense that you can know how to do something without being skilled in 
doing that kind of thing. For example, you can take a few swimming lessons and 
thus know-how to swim, despite not being skilled at it (Pavese, 2024).

I want to add four further points concerning the notion of skill. First, skills are 
almost never atomistic. Rather, they tend to come in groups. That is, whenever one 
gains a skill to do one kind of thing, they usually build up several other related skills 
at the same time. If you learn to play the guitar, for example, you also learn how to 
read music and identify notes and chords by ear.

Second, the quality of skills can be measured and compared, at least roughly. 
Thus, a skill is more developed to the extent that it is more robust to changes in the 
environment, to the extent that it enables (quantitatively) more successful relevant 

1 We do not need to adopt Pavese’s view that skills are a kind of ability. Perhaps skills and abilities are 
simply two different kinds of thing. The important thing for the purposes of this paper is that skills are 
task-specific, learned and used intentionally, and deployed in a way that can be under cognitive control, 
which is not necessarily true for all abilities, e.g., the ability to breathe or see.
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actions to be performed, or to the extent that those actions which it enables are 
(qualitatively) more successful, however success is defined.

Third, I want to limit our attention to skills that are at a medium level of specific-
ity. Thus, we might focus on learning to play the guitar, rather than learning to play 
that guitar (too specific). Learning to play the guitar is also learning to play fretted 
instruments including, to some extent, the bass guitar, banjo, and ukelele. But we 
will not focus on learning something as general as playing fretted instruments, or 
learning musicianship (too general). This is important in the present context because 
we are interested in skills like preparing samples for testing in a wet lab or building 
computational models or interpreting certain kinds of data, which are skills that are 
somewhat generalizable, though usually only with caution.2

Fourth, in some cases, skills can be achievements. For Bradford, an achievement 
is when an agent intentionally and competently carries out a process that requires a 
lot of effort to bring about (2015). Consider again the distinction between cases of 
expert seeing from cases of everyday perception. In the former, the achievement is 
something specific: facility with the “affordances” (possibilities for action) of a kind 
of thing, for example, facility with a certain kind of representation (e.g., radiograms) 
such that something within them can be identified (e.g., cancer tumours). Second, 
some intentional cognitive effort has gone into developing that skill. And it is that 
effort which grounds the notion that something has been achieved.

Someone could reply that understanding need not be an achievement, after all, 
“some instances of understanding are so easy that they require nothing more than 
simple past experience—for example, understanding a stop sign in the United 
States” (Zagzebski, 2008, p. 144). There are at least two ways such cases may arise. 
First, we might have cases in which very little effort was required to produce the 
relevant skill, but we still think it is permissible to attribute outright understand-
ing because the task that requires that skill is very simple. This would describe 
cases where an adult first encounters a new kind of traffic sign and learns to identify 
it without much  effort. This might qualify as a deviant  kind of non-praiseworthy 
pragmatic understanding. Such cases are quotidian in science, where new terms are 
encountered frequently. Of course, in some cases, great effort will be required to 
build the skills that are required to enable effective use of a new term, concept, or 
model, and in those cases, genuine pragmatic understanding is the result (for exam-
ples, see, e.g., Stuart, 2016, 2018), but in other cases, the scientist merely searches 
for the meaning of a term online and encounters no difficulty in using the term. In 
such cases, while there might be a deviant kind of pragmatic understanding there, 
it is not praiseworthy, and therefore perhaps not the kind of thing that scientists or 
philosophers will be most interested in accounting for.

A second kind of case is one in which praiseworthy effort was necessary to 
develop the skill, but the agent has since moved into a different context where 

2 Pavese identifies skills with practical knowledge (2024). It would be interesting to consider how practi-
cal knowledge differs (if at all) from pragmatic understanding. A similarly interesting comparison would 
be to Hasok Chang’s notion of active knowledge (Chang, 2022). These comparisons are left for future 
work.
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having that skill no longer counts as praiseworthy. Learning to read is very diffi-
cult, and comprehending the meaning of a stop sign could qualify as evidence of a 
praiseworthy achievement for someone who is learning how to read. But when that 
same skill (reading)  is exercised by a working scientist, it is no longer praisewor-
thy, because the context has changed. What makes this a kind of non-praiseworthy 
understanding is the agent’s being evaluated in the context of professional science, 
which has higher epistemic standards.

What matters is that in neither case is a mere ability, which need not require any 
conscious effort to learn and master, sufficient for understanding. Skill is still what 
counts. If a kind of non-praiseworthy pragmatic understanding is possible, this is 
either because the tasks faced by the agent are extremely easy, or because the skills 
required no longer count as praiseworthy due to the higher standards of the relevant 
context. Cases that meet these conditions in science are not the ones that will be the 
primary interest of philosophers of science.

With all that in place, here is the account: An agent has pragmatic understand-
ing with respect to some system iff they have the skills to robustly and successfully 
manipulate that system or its parts to achieve their goal(s), and they are responsible 
(praiseworthy) for having gained those skills. We can specify this notion of prag-
matic understanding in internalist and externalist ways. According to the internalist 
version, an agent has pragmatic understanding with respect to some system iff they 
have, and correctly recognizes that they have, the skills to robustly and successfully 
manipulate that system or its parts to achieve their goal(s), and they are responsible 
(praiseworthy) for having gained those skills. According to the externalist version, 
an agent has pragmatic understanding with respect to some system iff they have the 
skills to robustly and successfully manipulate that system or its parts to achieve their 
goal(s), and they are responsible (praiseworthy) for having gained those skills.3 In 
both cases, the agent will have more pragmatic understanding to the extent that their 
skills are better developed.4

To illustrate the difference between these two statements of pragmatic understand-
ing, consider a climate scientist who is building an AI model to identify patterns in a 
particular set of climate data. Let’s suppose that the scientist is quite skilled in build-
ing AI climate models. According to the internalist, the scientist only counts as hav-
ing pragmatic understanding if they recognize that they have those skills. According 
to the externalist, the scientist has pragmatic understanding whether they recognize 
their own skills or not. This would be relevant in cases where someone very skilled 
actually believes themselves not to be skilled, which might happen, for example, due 
to being a member of an underrepresented social group and facing systematic bias, 
causing feelings of lower self-confidence.

3 Because skills must be learned through intentional action (practice), responsibility for the achievement 
of developing a skill is in some sense already part of the definition of what a skill is. However, I have 
added the responsibility requirement explicitly because it will be important to have it in the forefront of 
our minds in what follows.
4 Some might prefer to add an additional requirement: that the goals be epistemic. I want to keep the 
definition of pragmatic understanding broader than that, but specifying it in this way will not affect any 
of the arguments to follow.
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Another thing worth mentioning about this characterization concerns the inclu-
sion of the agent’s goals. Externalists are free to jettison this by characterizing the 
agent’s skills as being relevant for the achievement of some rationally reconstructed 
goal(s) that we now think have value. Thus, a scientist may possess pragmatic under-
standing of something even if we now think that they were wrong about what that 
thing was, or what they should have been trying to do with it. For example, scientists 
who skillfully manipulated and measured the inputs and products of combustion 
reactions had pragmatic understanding, even though they may have (mis)character-
ized their goals as being about, e.g., phlogiston (Chang, 2012).

As usual, some will find the internalist version more appealing, others the exter-
nalist version. I won’t try to adjudicate between them. Presenting these two different 
versions is just a way of acknowledging this tension, and giving resources to those 
who want to think more about it. The difference won’t be relevant for what follows.

One last definitional point: pragmatic understanding, like other kinds of under-
standing, must be of something. Skills are task-specific, they come in sets, and they 
are teachable, but must be practiced for mastery. It may be tempting to say that a 
skill provides understanding of its characteristic task, but a scientist’s skill in pro-
ducing a certain kind of phenomenon in the lab is not merely an understanding of 
how to produce that phenomenon. It is also an understanding of what it is possible to 
do with that phenomenon. This may be made more specific by appeal to the notion 
of an affordance-space. By “affordance-space” I mean all the affordances (i.e., all 
the possibilities for action that the agent can recognize) which a thing offers to sci-
entists with various goals. “Affordances” were introduced by Gibson as a technical 
term to capture the resources provided by an environment for an organism’s actions 
(Gibson, 1979). Since then, there has much discussion concerning the nature of 
affordances, e.g., do they exist in an environment even when organisms do not? Are 
they properties or relations? Relations between what? (For reviews, see, e.g., Heras-
Escribano, 2019; Chemero, 2003). Luckily, most of the details do not matter for this 
paper, though they will matter for producing a more complete definition of prag-
matic understanding. One pressing detail is that the notion of an affordance must 
not be defined such that all affordances are always physical, or visually perceivable. 
This is to make room for things which are sometimes called “cognitive affordances,” 
e.g., things which allow for certain kinds of cognitive actions, like planning, imagin-
ing, inferring, etc. (Bruineberg et al., 2019). In sum, we will think of skill in piano-
playing as pragmatic understanding of the affordance-space of the piano, in other 
words, as (a set of) skill(s) concerning the effective use of the possibilities for goal-
directed action offered by a piano. Likewise, skill with quantum mechanics is prag-
matic understanding of the affordance-space of the concepts and structural (math-
ematical) features of that theory. Skill with model organisms, like saccharomyces 
cerevisiae, caenorhabditis elegans or drosophila, is skill concerning the effective 
use of the possibilities for goal-directed action offered by those organisms.

To summarize so far, we have defined pragmatic understanding as having a skill 
(or skill-set) which was learned and which manifests itself in intentional action. 
Because skills are developed to some extent on-purpose, the agent who develops 
that skill is responsible (at least in the sense of being potentially praiseworthy) for 
that skill.
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Given this, we can now see how pragmatic understanding relates to the two other 
kinds of understanding that feature more prominently in the literature, and we can 
also see why it should count as a kind of understanding. Starting with the latter, 
notice how pragmatic understanding seems to describe what several philosophers 
have had in mind when characterizing understanding in general. For Wittgenstein, 
understanding is the skill to use knowledge (P.I. §§151–155). For Elgin, understand-
ing involves “a capacity to operate successfully within the constraints the discipline 
dictates or to challenge those constraints effectively. And it involves an ability to 
profit from cognitive labors, to draw out the implications of findings, to integrate 
them into theory, to utilize them in practice” (1993, pp. 14–15). It is not “a mat-
ter of believing…It involves knowing how to wield one’s commitments to further 
one’s epistemic ends. It involves being able to draw inferences, raise questions, 
frame potentially fruitful inquiries, and so forth” (2017). For Potochnik, “Genuine 
understanding…requires successful mastery, in some sense, of the target of under-
standing” (2017, p. 94). For Le Bihan, understanding is “a cognitive success” that 
“manifest[s] itself through some abilities, including abilities to infer, generalize, 
transfer, and answer [what if things were different]-questions” (2017). What unites 
these conceptions is that understanding somehow involves cognitive competence, 
skills or abilities that allow one to “wield” things to “further one’s epistemic ends” 
(Elgin, 2017). What I have tried to offer is a way of spelling out this intuition in the 
language of skills, affordances, and praiseworthiness. The fact that these philoso-
phers characterize understanding in this way is, prima facie, a reason to think that 
pragmatic understanding is indeed a kind of understanding.

We can now (very briefly) turn to the relationship between pragmatic understand-
ing and the other two kinds of understanding. Those interested in explanatory under-
standing (including Pritchard, 2010; Hempel, 1965; Kitcher, 1989; Grimm, 2006; 
Khalifa, 2012, 2017; Strevens, 2013; Hills, 2016; de Regt, 2017), portray under-
standing as something like grasping a correct explanation. For example, Strevens 
claims that understanding is grasping an explanation which lays out the causal his-
tory of a phenomenon and “strips away” anything that is not a “difference maker” 
(2013). For Khalifa, understanding is grasping the “explanatory nexus” in a way that 
resembles scientific knowledge (2017). For de Regt, someone understands some-
thing if and only if they possess an explanation of that thing, which is based on an 
intelligible theory (which is “one that has a cluster of qualities that facilitate its use 
for a given scientist”) and conforms to the basic epistemic values of empirical ade-
quacy and internal consistency (2017, p. 92). Most of these accounts invoke a notion 
of “grasp,” which is important, because merely hearing the words of a correct expla-
nation doesn’t seem sufficient to produce understanding. Rather, the agent must also 
“attend to” the explanation, and see how the explanans explains the explanandum, in 
a way that enables the agent to interact successfully with that phenomenon, e.g., by 
being able to make new inferences and answer questions about closed related phe-
nomena (Hills, 2016). As we noted above, this grasping might be best characterized 
as the exercise of, or development of, a skill. For example, Grimm argues that grasp 
is an ability related to manipulating counterfactuals (2006), and Strevens claims that 
grasp is a recognitional ability, specifically, the ability to grasp a property, which is 
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“to have a great proficiency in tasks related to that property” (2024).5 As I argued 
above, at least in the scientific context, it is better to speak in terms of skills here, 
rather than mere abilities, since, e.g., no one is born with conceptual abilities relat-
ing to modern scientific concepts like superposition, enthalpy, and the Krebs cycle. 
The upshot is that if we think of grasp in this way, explanatory understanding will 
require pragmatic understanding.

In a bit more detail, we might consider Khalifa’s account of explanatory under-
standing, which allows that “although minimal understanding clearly involves no 
special abilities, it does involve some abilities” (2017, pp. 59–60). One relevant abil-
ity concerns the possession of concepts, which is necessary for grasping explana-
tions. He writes, “to possess a concept is to be able to use it correctly…one person 
has greater mastery of a concept if the former can use that concept in more correct 
ways than the latter; e.g., mastering the different roles it can play in different infer-
ences” (2017, p. 59). On this account it is clear that conceptual mastery is a matter 
of degree, and we might think that in some cases, including scientific cases, high 
degrees of conceptual mastery should be considered not just as abilities, but also as 
praiseworthy skills. And such skills are required, on Khalifa’s account, for scientific 
explanatory understanding.

Or consider de Regt’s account, on which possessing an explanation is (necessary 
and) sufficient for understanding, as long as that explanation is based on an intel-
ligible theory. What it means for a theory to be intelligible is defined in terms of the 
abilities of the scientist who wants to use a theory. These abilities are central for de 
Regt’s view, as he writes, “If S wants to explain a phenomenon on the basis of [a 
theory], she needs appropriate skills to use [that theory] for model construction,” 
and without these skills, the theory will not be intelligible, and thus there can be no 
explanatory understanding (2017). The relevant skills are things like being able to 
construct models from a theory which then serve as good explanations. On the defi-
nitions given above, such abilities should be counted as praiseworthy skills. Thus, 
for de Regt as well, it seems that at least in some cases, pragmatic understanding 
will be necessary for explanatory understanding.

Those interested in objectual understanding (including Baumberger, 2011; Baum-
berger and Brun, 2016; Dellsén, 2020; Kvanvig, 2003; Elgin, 1993, 2017; Wilken-
feld, 2017, 2019; Kelp, 2015), claim that understanding a phenomenon or subject is 
grasping the dependency relations that unite some relevant domain. Those depend-
ency relations might be causal, mathematical, logical, semantic, or explanatory. For 
example, you might understand climate change by grasping how certain factors (like 
the level of  CO2 in the atmosphere) affect global average temperature (Baumberger, 
2019), or you might understand automotive repair by grasping how interventions on 
various car parts will affect the car’s functions.

Those who focus on objectual understanding are usually even happier than the 
explanationists to admit the importance of skills. For example, Elgin is explicit that 
objectual understanding is in some sense constituted by having certain skills (2017). 
Another account of objectual understanding is Wilkenfeld’s. His earlier (“manipu-
lationist”) account of objectual understanding claimed that an agent possesses 

5 For further argument along these lines, see Carter et al. (2021).



 M. T. Stuart 

understanding when they have mental representations that they are able to “modify 
in small ways” to produce new representations that enable the understander to draw 
efficacious inferences about some object (2017). His more recent (“understanding as 
compression”) account likewise makes inferential and representational skills central 
for understanding, alongside having an appropriate mental representation. This time, 
the agent must be able to unpack compressed mental representations in inferentially 
useful ways (2019). As above, this skill might be produced without much intentional 
effort or deployed without cognitive control. In such cases, objectual understand-
ing will only require non-praiseworthy pragmatic understanding. But in some cases, 
especially those in science, the skills will be praiseworthy. For example, unpack-
ing Einstein’s field equations to predict the existence of black holes required many 
praiseworthy skills. In general, some pragmatic understanding will be necessary to 
have objectual understanding of general relativity, as well as for relativistic phenom-
ena. And much else.6

In sum, pragmatic understanding has been defined as having the skills required to 
robustly and successfully manipulate some system or its parts to achieve some goal, 
while also being responsible for having those skills. I argued that this should count 
as a kind of understanding, and also that in some cases, it will be the kind of under-
standing that is necessary for having explanatory or objectual understanding.

We now turn to the question of whether and how AI can increase pragmatic 
understanding. To do so, this question must be specified, as noted above. Accord-
ingly, the next section considers three cases. In 3.1 we consider whether algorithms 
themselves can possess pragmatic understanding. In 3.2 and 3.3 we consider whether 
and how AI algorithms can assist as collaborators, or as tools.

4  AI and pragmatic understanding

4.1  AI as agent

On the pragmatic understanding-as-ability view that we rejected above, AI algo-
rithms could possess understanding, since abilities might correctly be attributed to 
them. This position seems to be endorsed by Barman et al. (2024), who claim that 
“scientific understanding is an ability and should therefore be measured in terms of 
behavioral competence (i.e., actions).” They define a benchmark which is meant to 
be general enough to evaluate the level of understanding of either a human or an AI 
algorithm, as follows:

The degree to which agent A scientifically understands phenomenon P can be 
determined by assessing the extent to which (i) A has a sufficiently complete 
representation of P; (ii) A can generate internally consistent and empirically 

6 There might be philosophers who would deny that skills are required for or partially constitutive of 
objectual understanding. But as long as their account requires grasp, the above argument connecting 
grasp and skill can be made again here. See, e.g., Dellsén (2020), who portrays objectual understanding 
in terms of grasping a dependency model.
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adequate explanations of P; (iii) A can establish a broad range of relevant, cor-
rect counterfactual inferences regarding P.

If we are going to set a general benchmark for pragmatic understanding, it is nat-
ural to do this in terms of actions that the agent can perform, since abilities and 
skills manifest themselves through actions. This kind of thinking motivated the 
Turing test and continues to appear in benchmarks set by AI companies like Deep-
Mind and OpenAI.

But there are several reasons to worry about this particular benchmark. One is that 
it requires AI algorithms to draw on representations of target phenomenon. Several 
philosophers have denied that the algorithms used in science do in fact employ such 
representations (Boge, 2022, Kieval, forthcoming). Second, it is not clear whether 
behavioural tests can tell us about the existence, content, or quality of an agent’s 
representation, when that agent is an AI (see Delarivière & Van Kerkhove, 2021). 
Third, concerning condition (ii), it might be the case that what should be required 
isn’t merely an ability (which most advanced LLMs have, e.g., to produce expres-
sions in native-sounding English), but a skill, for example, the task-specific ability 
to craft good scientific explanations of a particular kind, developed through effortful 
practice. Regarding condition (iii), again, this might be an ability which most AI 
can satisfy, depending on how we measure breadth. But this is a mere ability, not 
a praiseworthy skill. Pragmatic understanding as characterized in Sect.  2 requires 
intentional, praiseworthy behaviour. If AI algorithms are not capable of the inten-
tional action required for responsibility, then they cannot possess pragmatic under-
standing. And if that’s correct, there will be many cases, especially in science, where 
those algorithms could not possess either explanatory or objectual understanding 
either, because possessing either of those would require possessing some pragmatic 
understanding. This is a strong claim, so let’s consider it in a bit more detail.

Whether AI algorithms are capable of intentional action or responsibility is a 
contentious issue in the philosophy of AI. Starting with responsibility, we can iden-
tify two general conditions for an agent to be responsible. The first is an epistemic 
condition, according to which an agent must be “aware” of the consequences of their 
actions. The second is a control condition, according to which an agent must have 
“control” over their actions (see, e.g., Mele, 2010; Rudy-Hiller, 2022). There are 
levels of responsibility, and an agent is more responsible to the extent that they are 
more aware of the consequences of their actions, and/or have more control over their 
actions. Thus, someone who commits a crime is responsible to the extent that they 
were aware of what they were doing and could have done otherwise. Someone who 
is negligent is less responsible than someone who had intentionally committed the 
same crime because they were not aware of what they were doing (or the conse-
quences of their actions) but they should have been. The same goes for praise: a 
scientist who is less aware of the consequences of their actions and had less control 
over what they were doing is less responsible for any resulting scientific progress 
than someone who was fully aware of what they were doing and could have done 
otherwise.

Is an algorithm “aware” of the consequences of its “actions”? Does it have “con-
trol” over its actions? The folk often think so, but philosophers tend to think that 
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this is a mistake which can be traced to our human tendency to anthropomorphize 
(Kneer & Stuart, 2021; Shevlin & Halina, 2019; Stuart & Kneer, 2021). Algorithms 
cannot be said to be aware of the consequences of their actions because algorithms 
are rules for logical operations running more or less determinately. Rules are not 
agents. In addition, even if they were, their entire “world” is made up of symbols 
that are pure syntax, at least in the sense that they are not connected to real-world 
objects. When AlphaFold outputs a hypothesis for the three-dimensional structure of 
a protein given information about that protein’s amino acids, it is not aware of what 
a protein is, or what an amino acid is, or what protein structure is, or what space or 
spatial dimensions are. This goes some way towards preventing us from saying that 
it is aware of what it is doing.

The reason algorithms are not typically said to be in control of their actions is 
because to have control over one’s actions, minimally, one must be able to act. 
Again, algorithms are sets of rules that define processes executable in a computer: 
they are not agents capable of performing intentional actions, which are actions that 
spring from (or are plausibly reconstructable as springing from) purposes, reasons, 
desires, or intentions. This is because purposes, reasons, desires, and intensions are 
complex mental states with content about the external world, which AI doesn’t have, 
at least until the symbol grounding problem is solved. But again, this is controver-
sial: some might claim that the symbol grounding has been (or will soon be) solved, 
or that responsibility doesn’t require it to be solved.

This is not the place to argue that AI is incapable of satisfying the conditions 
for responsibility (and thus for possessing pragmatic understanding). Instead, I will 
simply go along with the majority view in the philosophy of AI, which is that cur-
rent and near-future AI is not the kind of thing which can bear responsibility for its 
“actions” (Burton et al., 2020; Hakli & Mäkelä, 2019; Leveringhaus, 2016, 2018; 
Nyholm, 2018; Sparrow, 2007). If this is fair, then at least for now, AI algorithms, 
considered on their own, cannot possess pragmatic understanding, and thus AI algo-
rithms also will not be able to possess explanatory and objectual understanding (at 
least insofar as those require skills like conceptual mastery/grasping).

This is surprising, because we might have thought that AI algorithms could pos-
sess (in some sense) explanatory or objectual understanding because AI can “pos-
sess” (in some sense) explanations or dependency models. And we also might have 
thought that AI algorithms could possess pragmatic understanding, as it seems that 
they might qualify as having abilities or as having grasping a method. But, as we’ve 
just seen, that is not always going to be enough. Abilities might be programmed, just 
as they sometimes are by evolution. But skills cannot be programmed, and it is skills 
that are required for scientific understanding.7

7 A potentially interesting direction for future research would be to consider ways in which we might 
expand our concept of (pragmatic) understanding to include non-human intelligent systems. One way 
would be to drop the responsibility requirement, e.g., by defining understanders as any agents that have 
certain abilities, including inferential abilities. The problem here is that many systems already exist 
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4.2  AI as collaborator

If AI algorithms are not (yet) fully-fledged agents capable of being responsible for 
their own capacities then it does not make sense to think of them as collaborators in 
the usual way. However, as some philosophers have recently pointed out, there are 
different ways of thinking about what collaboration is. And this is important, given 
that scientists and artists do sometimes say that interacting with AI is collaborative, 
even when they appreciate that AI is not agentive (Hertzmann, 2020), and it would 
be good to be able to make sense of this.

For inspiration, we may look briefly at the case of artists who use AI. There are 
many artists claiming that AI is not a mere tool but also a collaborator (Chung, 2019; 
Colton, 2012; McCormack et al., 2020). They also claim that AI is a better collabo-
rator when it’s not very autonomous, that is, when it does pretty much exactly what 
you ask it to: it produces only “controlled uncertainty” (Miller et al., 2020). What is 
going on here?

Anscomb (2024) distinguishes between collective authorship (which requires 
mutual responsiveness, a meeting of minds), co-creatorship (which allows for sepa-
rate but still intellectually responsive and creative contributions) and co-production 
(in which someone takes the lead and gives limited freedom to others to carry out 
subtasks). Looking carefully at each possibility, Anscomb concludes that AI does 
not meet the conditions required to satisfy any of these. So why do artists speak this 
way? Perhaps they are reporting feelings that are relevant to them and their peers/
audience about the experience of creating art with AI assistance: it feels like collab-
oration, and they think this is worth thinking about. Or perhaps they want to make 
clear feelings of diminished responsibility: they do not feel that all the ideas repre-
sented in their work were entirely produced by them.

This last possibility helps us to pivot from the question of collaboration to one 
about credit assignment. Anscomb notes that credit assignment concerns who has 
freedom to make decisions about various aspects of the work (Anscomb, 2021). For 
example, a head or lead artist can choose to change the main idea motivating the 
artwork, while the assistants and technicians can only choose to change some very 
small details. This reflects an asymmetry of power, and also of skill: the head artist 
typically could do what the technicians are doing, but not vice-versa. And the artist 
also has additional skills, for example, those related to setting projects and (re)inter-
preting artistic constraints of various kinds (stylistic, material, spatial, etc.), which 

whose abilities far outstrip our own, including calculators, telescopes and particle colliders, and it does 
not seem right to attribute to them any epistemic achievement. On the other hand, we could maintain a 
need for responsibility, but we might think about AI systems that could meet that requirement by “build-
ing up” the requisite responsibility by combining many artificial agents, each of which possesses some 
small amount of responsibility. But it’s not clear that responsibility does aggregate: e.g., a large group of 
ants, dogs, or babies might together manage to cause some harm, but would nevertheless not be tried in 
court as a human adult, no matter how many millions of agents were involved. Another strategy would 
be to focus on the components of responsibility, e.g., control and awareness, and see if AI-friendly ana-
logues of these could be created.

Footnote 7 (continued)
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the assistants and technicians do not have. And this is why the bulk of the credit for 
the project goes to the head artist. In a similar way, an AI algorithm can do some of 
the things an artist would do, like controlling a robot arm that sketches with a pencil 
on paper, composing a variation on a musical theme, etc. As this must feel quite 
similar to the case where certain aspects of the artistic process are outsourced to 
human assistants and technicians, it explains why some artists might be tempted to 
use the language of collaboration, even if that might be technically incorrect.

Still thinking about credit assignment, we can think of collaboration in a more 
functional way: collaborators might be anything whose contributions to a project 
have some minimal value of certain kinds. Thus, Khosrowi et al. (2023, 2024) argue 
that an agent’s share of credit should be determined by how relevant their contribu-
tion is (i.e., how much of a difference their contribution makes to the final output), 
how non-redundant it is, how much control the agent has over the process (i.e., how 
much the agent could cause the creation process to go in different ways, whether 
they actually exercise that power or not), how original the contribution is, how much 
time and effort the agent puts in, how much leadership the agent exhibits, how inde-
pendent the agent is in their work, and how directly their work contributes to the 
content of the final output.

AI algorithms are interesting because they may score high on some of these cri-
teria (e.g., their contributions can be relevant, non-redundant, and direct), and low 
on others (e.g., leadership and effort). None of these conditions are meant to be nec-
essary or sufficient for counting as a member of a collaboration, and the set is not 
meant to be exhaustive. And we should expect these conditions to come together 
in ways that are standard for a practice. For example, agents who play leadership 
roles in art often deserve the most credit for their relevant, direct, original, long-
term and effortful independent impact, while agents who play leadership roles in 
science often get the most credit for being relevant and non-redundant, despite being 
less directly involved, expending less time and effort, and not always being the main 
source of originality.

Since AI can arguably rate highly on several of these criteria, we can follow 
Khosrowi, Finn and Clark in accepting AI as a collaborator at least in this sense, 
even if we reject the idea that AI algorithms could be collaborators in the sense of 
being autonomous agents responsible for their creative work.

Another (compatible)  way to think about AI algorithms as collaborators is to 
use an extended or distributed cognition framework. For example, Nersessian has 
developed what she calls the “d-cog” framework to analyze cognitive-cultural pro-
cesses and specifically the collaborative work that takes place in scientific laborato-
ries (Nersessian, 2022, pp. 8ff). Here, we allow for cognitive acts (like representing, 
remembering, calculating, and imagining) to be distributed over agents and artifacts, 
and we focus on the way that both can work together in problem-solving, where 
the problems and the context are constantly changing. We can identify two different 
ideas here: (1) The lab is “made of” individuals and objects, but since it is impos-
sible to disentangle who is responsible for each action, we should allow the respon-
sibility for progress to bleed across all the individuals and their tools, or (2) The 
laboratory itself is a single entity over and above its members and artifacts. Thus the 
lab itself discovers, manipulates, develops skills, and understands.
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Looking at the first idea, AI algorithms currently possess remarkable abilities that 
far surpass those of any human. To repeat, they are “mere” abilities, like the abil-
ity of an eye to see or a slime mould to find efficient pathways to resources: they 
do not properly deserve credit, as they aren’t grounded in anything intentional. On 
their own, these abilities cannot provide any skills to the group, because no level or 
number of abilities can stack to provide the responsibility required to possess a skill 
and thus to possess pragmatic understanding. But human individuals in the group 
can have (or can justifiably take) responsibility for the outputs of the lab’s members 
and instruments. So, pragmatic understanding can be the result of a combination of 
the mere abilities of AI algorithms and the responsibility and skills of the human lab 
members.

Thus, according to the definition of pragmatic understanding given above (gloss-
ing over the distinction between the internalist and externalist readings), a labora-
tory will have pragmatic understanding with respect to some system iff at least some 
of the members of the lab have the skills to robustly and successfully manipulate 
that system or its parts to achieve some goal(s), and at least some of the members 
are responsible for having those skills. For example, any lab that uses AlphaFold has 
some pragmatic understanding of protein folding since there are abilities and skills 
distributed among the scientists and their instruments, and to that fuzzy assemblage, 
we can attribute pragmatic understanding.

The second idea is that the lab itself metaphysically emerges as a new thing, sep-
arate from its members. Its cognitive states or actions or skills exist over and above 
those of its members. In any case, it is the lab itself which is responsible for building 
the relevant skills, e.g., in the AlphaFold case, to robustly and successfully manipu-
late representations of proteins to predict protein folding structure. How? Groups 
can have (or take) responsibility, at least in the legal context. For example, compa-
nies can be convicted of crimes. So we might think there could be groups (that are 
"made of" people but also  instruments) which are praiseworthy for building skills 
that none of the members possess. This would require committing to a controversial 
metaphysical position according to which all the relevant states and processes rel-
evant for attributing understanding are all attributable only to the group itself.

In sum, there are at least two ways in which it might be possible to think of AI 
algorithms as collaborators: in a functional way (such that their contributions have 
value that is relevant, non-redundant, and direct) and a distributed way (such that 
they constitute parts of a whole to which we attribute certain epistemic properties). 
In either case, it should be clear how the pragmatic understanding of a group can 
be increased via the inclusion of programmed abilities. This can then be helpful for 
explaining how objectual and explanatory understanding can be increased in groups, 
insofar as those kinds of understanding depend on pragmatic understanding.

4.3  AI as tool

Scholars working on the use of AI in art are split between characterizing AI as a 
tool and a collaborator, with some proposing that AI might require rethinking this 
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distinction entirely, so that AI falls somewhere in between (Khosrowi et al., 2023). 
However, it is also possible that some AI algorithms function as a tool, and others 
function as a collaborator, or even that the same algorithm might in some contexts 
function as a tool, and in others function as a collaborator. Whether a given AI algo-
rithm “really is” a tool or a collaborator can be left to one side for present purposes, 
because the question I want to ask is about which epistemological framework is best 
for making sense of particular uses of AI in science to increase understanding.

So, are there AI algorithms that are sometimes best characterized as tools? This 
depends on what a tool is.

The idea that tools are necessary for science goes back a very long time, with 
Francis Bacon stating that.

Neither the bare hand nor the unaided intellect has much power; the work is 
done by tools and assistance, and the intellect needs them as much as the hand. 
As the hand’s tools either prompt or guide its motions, so the mind’s tools 
either prompt or warn the intellect. (Bacon, 1620/2000, trans. Jardine and Sil-
verthorne, p. 33)

Bacon distinguished between tools of the mind and tools of the hand, as a way of 
distinguishing between tools that extend the power of the human mind and body. 
Following Stuart (2022), we can distinguish between other types of tools, includ-
ing tools of the senses (which produce information grounded in measurements), and 
tools of the voice (which assist in presenting and disseminating findings). Tools of 
the senses may be subdivided into tools of various senses (like tools of the eye, the 
skin, etc.), just as tools of the mind can be subdivided into tools that assist with par-
ticular processes like calculation, inference (e.g., parameter estimation, approximat-
ing solutions, curve-fitting, etc.), imagination, memory, and so on.

AI algorithms can be characterized as various kinds of tool. As a tool of the 
senses, AI can produce higher-resolution images of black holes (Medeiros et  al., 
2023) or dark matter simulations (Li et  al., 2021). As a tool of the voice, AI can 
assist in public relations writing and marketing, or even (controversially) as part of 
article writing. It can be a tool of the hand, as when AI is connected to robotics and 
used to power experimental systems like Adam, Eve and Genesis, which are robotic-
AI systems that design and perform experiments semi-autonomously (King et  al., 
2023).

One reason to treat AI algorithms as tools rather than as something else concerns 
the fact that AI algorithms, at least the ones used in science, might not represent 
anything. “There just doesn’t seem to be any plausible way to use them as scientific 
representations in most cases” (Kieval forthcoming). If this is correct, we have rea-
son to follow Kieval in adopting an artifactualist view of AI algorithms as tools. The 
idea would be that AI algorithms should not be judged in terms of their accuracy as 
representations (contra Sullivan, 2023), but in terms of their fitness for purpose.

A hammer is not typically a good representation of anything, but it is very good 
for hammering. Taking up this perspective, the connection to pragmatic under-
standing might go something like this. In the same way that a hammer enables an 
agent to increase the power and focus the power of their hammering  actions, AI 
algorithms enable agents to increase the power and focus of their cognitive or 
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physical abilities. Insofar as a human agent is responsible for learning to build or 
use such tools, the agent counts as developing skills with those tools, and thus as 
having some pragmatic understanding of those tools. The agent may also gain skills, 
indirectly, to manipulate a target system using that tool, in which case, pragmatic 
understanding of that target is also achieved. Learning to build and use AI models 
of natural systems can therefore be a way to increase pragmatic understanding, not 
just because we have grasped new methods, but because we end up with skills con-
cerning the affordance space of tools and the systems on which those tools are used, 
which enable the achievement of certain goals that we (or our community) regard as 
important.8

But even if AI algorithms do represent their targets, they can still be thought 
of as tools, since acts of representation in science are typically done for the sake 
of surrogative reasoning. We build representations because they are cognitively 
useful. For example, we use representations in science to draw further inferences 
about systems-as-represented, which might tell us something about theory or real-
ity. Thought of in this way, we can distinguish between representations and repre-
sentational tools. If AI algorithms are or contain representations, those represen-
tations can be evaluated in terms of their epistemic value, e.g., as being accurate 
reflections of their targets  or having good downstream epistemic consequences. 
But insofar as these representations are being used to do something particular, 
for example, to explore theory-space or to inspire a hypothesis about a target sys-
tem, those representations can also be evaluated in terms of their fitness for such 
purposes. Stuart argues that a consequentialist epistemological framework might 
be best for making sense of such evaluations (2022): A tool is good when using 
it has good consequences. One of those good consequences might be increased 
pragmatic understanding, which can be achieved by developing skills to use tools 
that productively extend our abilities.

In sum, AI algorithms, whether they are representational or not, can be thought 
of as tools that extend and empower human abilities. Scientists learning to use those 
tools develop praiseworthy new skills. When this happens, the result is an increase 
in pragmatic understanding, primarily of the affordance space of the tool, but sur-
rogatively or derivatively of whatever that tool is deployed to help with, including 
real-world or fictional-theoretical  target systems.  This kind of pragmatic under-
standing can then be the ground for objectual or explanatory understanding of those 
same systems.

8 Kieval (forthcoming) is also concerned to show that AI algorithms can be understood from the per-
spective of skills or skill-building, though he takes his account of skill from Fridland (2021), and doesn’t 
make the connection to a particular account of pragmatic understanding explicit. In other work, Kieval 
and Westerblad (ms) connect AI-related skills to an account of pragmatic understanding characterized 
as a set of methodological principles. I worry that identifying pragmatic understanding with methodo-
logical principles will allow for the content of pragmatic understanding to be propositional, which will 
then require a “third thing” that connects those principles to coherent efficient action (e.g., grasp of such 
principles, or further skills), and also that this distances us from the intuitions mentioned above sup-
porting the idea that pragmatic understanding is praiseworthy skill possession. In other work, however, 
Westerblad (ms) allows for an identification of pragmatic understanding with skill, and claims only that 
methods are vehicles for pragmatic understanding.
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5  Conclusion

The last three decades have seen a strong push to change the way we think about 
the epistemic aims of science, with some arguing that understanding (rather than 
knowledge) should be considered the goal of science. The fate of this claim will 
depend on whether we can carve out a meaningful notion of understanding that is 
different from other central epistemic goods like truth, knowledge, accurate predic-
tion, problem solving power, fruitfulness, and so on, and whether this notion allows 
us to better describe and evaluate the practice of science. This paper has introduced 
an account of one kind of understanding that is currently under-theorized, namely 
pragmatic understanding, in terms of the praiseworthy development of skills.

The last two decades have also seen a strong push to (re)focus philosophical 
attention on the use of digital methods in science, and more recently, on the use of 
AI algorithms. It is natural, therefore, to explore how the more specific question of 
how AI contributes to scientific understanding. So far, much of that attention has 
concerned whether AI algorithms stand in the way of explanatory understanding, 
given their opaque nature.

This paper has attempted to shed new light on the issue of whether AI algorithms 
can promote understanding. It did this by expanding the problem-space to include 
different kinds of understanding, as well as different kinds of agents and objects of 
understanding. Focusing on one under-studied kind of understanding, namely prag-
matic understanding, we considered whether AI algorithms could possess pragmatic 
understanding on their own (no), whether AI algorithms could increase the under-
standing of a mixed human-AI group (yes, as collaborators in a merely functional 
sense or by lending their abilities to a group), or whether they can be thought of as 
tools which increase the understanding of human agents that use them (yes). Rela-
tions were considered to explanatory and objectual understanding, and it was argued 
that in some cases pragmatic understanding will be necessary for explanatory and 
objectual understanding. Since AI algorithms themselves cannot possess pragmatic 
understanding, we should not expect AI algorithms to possess those other kinds of 
understanding either, though we can expect AI algorithms to make those kinds of 
understanding possible when contributing to collaborations or serving as tools.
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